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Abstract More often than not, airlines use aircraft in operating scenarios beyond their optimal
design conditions, which negatively affects their performance characteristics. These effects are sta-
tistically reflected in flight operational data, which are indirectly constrained by air transportation
management as well as aircraft design. In this research, we develop a data-enhanced methodology
for modeling dynamic flight simulations of aircraft to enable accurate estimation of performance
parameters. The relevant flight phases and constraints of these simulations are determined by
employing supervised machine learning on the flight data. The methodology is demonstrated by
simulating flights across representative short-, medium-, and long-haul sectors using data shared
by our airline partner. We compare the fuel burn and flight time calculation results with those
from the Bréguet range and endurance equations, from an available open-source flight performance
model, and from the reference data for validation. The developed dynamic flight simulation model
is designed in such a way to enable accurate flight performance analysis even when high-fidelity
force analyses and control models are absent, which is common in preliminary design frameworks.
This will further enable incorporating flight data into aircraft design processes.

Nomenclature

(L/D) Lift-to-drag ratio

α Angle of attack

β Speed of sound

∆() Change in quantity

η High-lift device configuration

R(~y; ~x) Nonlinear residual equations with inputs
~x and outputs ~y

ψ, θ, φ Euler angles

ρ Density of air

σ Air density ratio

τ Throttle factor

~ω Angular velocity

~a Acceleration

~CA Aerodynamic coefficients

~FA Aerodynamic forces

~FT Propulsive forces

~g Acceleration due to gravity on Earth

~r Coordinates of the aircraft

~V Velocity

BPR Engine bypass ratio
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CD Drag coefficient

CL Lift coefficient

cT Specific fuel consumption

h Altitude

M Mach number

m Aircraft mass

pamb Ambient pressure

R Flight range

S Wing area

t Time

Tamb Ambient temperature

Vstall Stall speed

VCAS Calibrated airspeed

VTAS True airspeed

W Aircraft weight

1 Introduction
Airlines tend to purchase oversized aircraft and use them under diverse operating conditions in
favor of fleet commonality, notwithstanding the possibility of higher fuel consumption and operating
costs [1]. Recently, the need for flexibility has increased due to the changes in the air transportation
landscape brought about by the COVID-19 pandemic [2]. The pandemic has significantly affected
the aviation industry resulting in approximately 350 billion USD revenue loss per year [3], and
thus airlines are undergoing many changes in the search for sustainability. One of them is the
decrease in long-haul international flights of long-range large aircraft [4], while short-haul flights
remain popular. Passenger aircraft have also been refitted into cargo aircraft [5]. Considering these
changes, it is becoming increasingly common to operate an aircraft outside its on-design operating
points and with sub-optimal takeoff weights [4]. Moreover, previous predictions show that many
aircraft currently in service worldwide are close to the end of their commercial lives, and most major
airlines need to replace their several hundred heritage aircraft in the near future [6]. In the context
of such rapid changes in the aviation industry, it is becoming more crucial to estimate aircraft
performance at the earlier stages of the aircraft design process under varying flight conditions to
reduce extra costs. To accurately estimate aircraft performance, detailed aircraft information is
required. This information, however, is typically not readily available. To address this issue, we
present a data-enhanced flight simulation model that can estimate performance factors. By utilizing
flight data in the model construction, we can reduce the amount of required aircraft information
in the model derivation. The model aims to obtain high accuracy, especially in measurement of
fuel consumption and flight time. The effectiveness of this model is evaluated by studying the
performance of a long-range large aircraft for short-, medium-, and long-haul flights with varying
payloads.

Important aircraft performance factors include takeoff and landing distances, rate of climb,
ceiling, speed, payload, range, duration, and fuel economy [7]. Based on our observations, models for
predicting these flight performance factors can be broadly classified into three types: (1) data-driven
models, (2) physics-based models, and (3) hybrid models. Their characteristics and limitations
will be briefly described below. Data-driven flight-performance models rely on a vast amount of
historical flight data, from which insightful trends and patterns are discovered. They are commonly
used to estimate and analyze fuel economy and flight time, among other performance factors. Fuel
economy is defined by how much fuel is consumed when flying in a given payload and range
configuration and is one of the most important factors from the perspective of airlines’ finances [8]
along with flight time, which is important for flight scheduling. However, most data-driven fuel
consumption models use other performance factors as inputs, such as flight time [9, 10, 11]. Data-
driven flight time models mostly focus on expected time of arrival [12, 13], the correlated delay [14,
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15, 16], and overall traffic flow [17, 18] rather than aircraft performance factors such as endurance.
Hence a data-driven model is not suitable for simultaneously estimating fuel consumption, flight
time, and other flight performance factors.

In the governing equations of aircraft dynamics, physics-based models apply numerous simpli-
fying assumptions to make analyses computationally tractable, such as first modeling the aircraft
as a rigid body [19]. This assumption enables detailed aircraft performance analyses including
stability analysis and fuel burn over time [20], but the model generally requires control settings; it
is widely used in flight simulators for pilot training [21]. The second is a point-mass assumption,
which is useful when the focus of the study is on mass transport in the form of a trajectory. It is
mainly used for comprehensive aircraft performance analysis in air transportation studies such as
the Open Aircraft Performance model (OpenAP) [22]. The third is a steady, level flight assump-
tion, which leads to the classic Bréguet range equation [23]. This assumption is commonly used
for mass and endurance estimation at preliminary aircraft design stages for a single design point in
software packages such as Multidisciplinary Airplane Research Integrated Library (MARILib) by
ENAC, IRT Saint-Exupéry, and Airbus [24]. A limitation of this last approach is that it neglects
important accelerated segments of flight which contribute to fuel burn in performance analysis.

We classify hybrid models into two kinds: one in which data models are constructed or trained
using results from physics-based models, and one in which physics-based models use data in their
formulations. Recent research by Yu et al. presented a flight dynamics model built with a deep
residual recurrent neural network model using data obtained from solving the governing equations
of motion under a rigid-body assumption [25]. Seymour et al. proposed a model combining a point-
mass, rigid-body, two-dimensional flight dynamics model and a data-based reduced-order fuel-burn
approximation model [26]. Their models had the benefit of low computational time but could not
overcome the limitations imposed by the assumptions of the physics model. On the other hand, a
data-enhanced physics model uses data to correct errors from the assumptions of the physics-based
model. Such models based on the Bréguet range equation mostly focused on correcting errors in
flight segments other than cruise. Randle et al. modified the Bréguet range equation by applying
range, lost-fuel, and recovery-fuel factors derived from flight data [27]. Yanto and Liem recently
developed a fuel burn estimation model which used the Bréguet range equation for cruise combined
with data-corrected models for the climb and descent segments [10]. These methods can predict
fuel burn with fast computation time and high accuracy. However, they cannot be applied to new
aircraft types as they cannot consider changes in the physical parameters of the aircraft without
its flight records. A data-enhanced physics model based on the flight equations of motions can
compensate for this drawback, especially considering dynamic stability constraints in the context
of multidisciplinary design optimization [28, 29]. Chatterji used the flight equations of motions
with a point-mass assumption, and a fuel-flow model derived from flight data to estimate fuel
consumption [30]. This method estimated the takeoff weight within 1% error and included design
of the altitude controller, which was a complex requirement. Lyu and Liem solved two-dimensional
kinetic equations transformed into range equations for each flight segment, with data-driven mission
parametrization [31]. The segmentation procedure for the mission parametrization focused on cruise
and step climbs with data analysis for accurate fuel-burn prediction, but heuristic rules were used
to determine other flight segments. The formulation conveniently did not require a control model,
but also did not guarantee compatibility of state variables between boundary conditions of the
segments, only for the weights. In our present study, we address the aforementioned limitations
by adopting machine learning into the segmentation procedure and developing a methodology
which incorporates data processing into the formulation of constraints and boundary conditions in
physics-based models.

In this paper, we present a new formulation for a data-enhanced flight simulation physics model
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via solution of kinetic and kinematic differential equations of motion under a point-mass assump-
tion. The relevant constraints and boundary conditions are formulated based on flight data provided
by our airline partner, Cathay Pacific Airways Limited. The model aims to address limitations in
purely data-driven models and physics-based models in the context of flight performance analysis.
By applying supervised machine learning algorithms on these data to characterize the mission pro-
files, we can derive an accurate flight performance model by relying only on minimal information
from the aircraft, such as elementary engine parameters and the wing’s geometric characteristics.
The formulation constrains the flight trajectory by the averaged vertical speed, target speed, or
altitude points for specific segments obtained from analyzing flight data using the XGBoost classi-
fication model. These constraints and boundary conditions are imposed on the equations of motion
to make them well-posed, and the solutions contribute to high accuracy in predicting fuel consump-
tion and flight time even without wind corrections, high-fidelity force analyses, or control models.
Using this approach, the dynamic flight simulations of our model can mimic aircraft operations
with a control unit following waypoints, which is observed to improve the accuracy of performance
estimation compared to current methodologies used in preliminary design. Hence, this methodol-
ogy can also be used for preliminary design of future aircraft to suit current market demands of
air travel, and the formulation can also be used to reduce the number of unknowns in trajectory
optimization studies of aircraft.

This paper is structured as follows: Section 2 covers the data and physics modeling, and how
these are integrated into a data-enhanced flight simulation methodology. Section 3 presents the re-
sults of the methodology for flight simulations conducted over various routes for a single aircraft. It
also discusses performance analyses using the results while comparing them to other methodologies
with validation. Section 4 concludes with a summary of the formulation and results.

2 Methodology
In this study, we incorporate flight data to enhance our physics model, which solves the governing
equations of flight dynamics. The data-set consists of detailed flight information acquired from
Quick Access Recorder (QAR) data provided by our airline partner. The flight point data are
recorded every 10 seconds, which are used to train and validate a flight segmentation model. We
use a machine learning classification model to analyze and classify raw flight data into different
segments based on the values of and the corresponding changes in speeds, positions and other
state variables. The flight point data and their corresponding classified segments are analyzed to
determine the speed and altitude at the start- and end-points of each segment and the representative
values of vertical speed. The physics model performs flight simulations using information gleaned
from the segmentation and the aforementioned data analysis. Performance factors such as mass,
flight time, and other state variables can hence be obtained at different points along the flight
trajectory from the simulations. The overview of the framework outlining this process is provided
in Fig. 1.

In Section 2.1, the method to construct the data-based segmentation model is presented with the
corresponding result validation. In Section 2.2, the physics model is described in detail. Section 2.3
explains the process of analyzing flight data and how they are used as constraints in the physics
model.
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Figure 1: Overview of the proposed methodology for data-enhanced flight simulations.

2.1 Mission specifications
The mission specifications refer to the flight scenarios, which are inputs to the flight simulation
procedure. To define a complete flight scenario, we need information on the total mission range, the
combination of flight segments separated by characteristics of altitude and velocity variation, and
the target altitude and velocity at the beginning and end of each flight segment. Fig. 2 illustrates the
generic mission specifications for a flight. The mission range is determined by the ground distance
between the origin and destination. Nine flight segments are considered: takeoff, accelerated climb,
constant calibrated airspeed (CAS) climb and descent, constant Mach number climb, descent and
cruise, decelerated descent, and landing.

Figure 2: A mission profile example showing all flight segments (not to scale).

5



2.1.1 Classification model generation

In this work, we use a classification model based on eXtreme Gradient-Boosted decision trees
(XGBoost) [32] as the supervised learning model to cluster flight point data into segments. The
XGBoost classifier increases the accuracy of the model by generating gradient-boosted decision
trees with regularization techniques. Along with the bagging method, which constructs decision
trees with randomly selected subsets from the training data and aggregates them later, a weighted
quantile sketch and an approximate greedy algorithm are applied to generate an accurate model
with fast training time, even for large data-sets. The automatic feature selection applied in XGBoost
guarantees high prediction accuracy to a certain extent even if the sensitivities of the results to the
selected feature inputs are low.

A subset of the flight point data obtained from the airline’s flight data-set is used to train
this clustering algorithm. The classification model receives variations of state variables, which are
throttle factor τ , vertical speed Vz, Mach number M , altitude h, calibrated airspeed VCAS, and true
airspeed (TAS, VTAS) as inputs, and returns the segment types as outputs. A classification model is
potentially sensitive to flight conditions under small variations, such as gusts or collision avoidance
maneuvers, and may classify a perceptibly single flight segment as multiple small segments. This
can be interpreted as model over-fitting, and the regularization techniques employed in the XGboost
classification model help reduce such sensitivities. Fig. 3 describes the constructed nonlinear data-
based model using Shapley additive explanations pertaining to these input factors [33]. The size
of each bar in Fig. 3 indicates the sensitivities of the prediction output to the input factors. The
lengths of subdivisions of the bars indicate the impact of the respective variable on the flight
segment in the corresponding color. Overall, the throttle factor of the model has the greatest
influence on segment classification, as can be seen in the total length of its corresponding bar. The
throttle factor is also observed to be the dominant factor in determining constant CAS descent,
decelerated descent, constant Mach climb, and landing segments by comparing the lengths of the
color-specific bars.

2.1.2 Classification model verification

The segmentation model is trained with 120 181 flight point data and verified with 23 194 non-
overlapping points. The prediction error is minimized by tuning five hyperparameters (i.e. number
of trees, maximum depth, minimum sum of weights, subsample ratios, and step-size shrinkage) as
listed in Table 1. The first column represents the number of gradient-boosted decision trees. The
second represents the maximum depth of the nodes in a single decision tree. The third represents
the minimum sum of weights, which corresponds to the minimum number of instances required in
each node. The fourth represents subsample ratios, which indicate the ratio of the cardinalities
between a selected subset to the training data-set used to grow trees. The last represents the
step-size shrinkage, which is a regularization parameter used in the update to prevent over-fitting.
The values of the hyperparameters which are used in building the model are denoted distinctively
in the table.

Fig. 4 shows the verification results of the model for each segment, in terms of precision, com-
pleteness, and weighted harmonic mean, using the classification report visualizer from the Python
package yellowbrick. This tool is specifically designed to assist in evaluating the performance of
machine learning models, especially in terms of stability and predictive value [34]. Precision is a
measure that quantifies the ratio of true positives to the total number of true positives and false
positives corresponding to a particular classified segment. Using the takeoff segment as an example,
the precision corresponds to the correct predictions of takeoff segments against the total number
of times the model classifies a segment as a takeoff segment. Completeness is the ratio of true
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Average Impact on Model Output Magnitude

True Airspeed VTAS

Calibrated Airspeed VCAS

Altitude h

Mach Number M

Vertical Speed Vz

Throttle Factor τ

Constant Mach Cruise

Constant CAS Descent

Decelerated Descent

Constant CAS Climb
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Constant Mach Descent

Accelerated Climb

Takeoff

Landing

Figure 3: Results of average impact of the state variables on the classification model.

Table 1: The combinations of tested hyperparameters.

Number of
trees

Maximum depth
Minimum sum

of weights
Subsample ratios

Step-size
shrinkage

200 9 5 7/10 0.3
400 10 6 8/10 0.2
600 11 7 9/10 0.1
800 10/10 0.05

1 000 0.01
0.005

positives to the sum of true positives and false negatives. In the same example, the completeness
corresponds to the takeoff segments predicted correctly against the actual takeoff segments. These
two measures are combined by calculating their weighted harmonic mean, which is shown in the
last column of Fig. 4. The values for these three measures range from zero to one, as indicated in
the color bar. The results presented in Fig. 4 show that the segmentation model identifies different
segments with a high level of accuracy. Although the segment-by-segment accuracy varies with
a minimum weighted harmonic mean of 86%, the segmentation model achieves a global accuracy
level of 96%, which is deemed sufficient for the purpose of this study.
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Precision Completeness Weighted Harmonic Mean
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Accelerated Climb

Constant Mach Climb
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Constant Mach Descent

Constant CAS Descent
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0.945 0.877 0.910

0.929 0.964 0.946

0.997 0.998 0.998

0.941 0.815 0.874

0.921 0.961 0.941

0.894 0.828 0.860

1.000 0.870 0.930
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0.6

0.8

1.0

Figure 4: Results of the XGBoost classification analysis.

2.2 Flight simulation model
In the current approach, the governing differential equations of motion for an aircraft are discretized
and integrated in time as an initial-value problem. The relevant components analyze the flight
dynamics, gravitation, atmosphere, aerodynamics, propulsion, and mass models. Each of these
components will be described in detail in Sections 2.2.1 to 2.2.5. The process is depicted in Fig. 5
using the eXtended Design Structure Matrix (XDSM) representation developed by Lambe and
Martins [35]. The external inputs, such as the angle of attack α, the throttle factor τ , the high-lift
device configuration η, are determined via optimization procedures which solve residual equations
to satisfy the equations of motion under constraints imposed by the data model, discussed in
Section 2.3.

2.2.1 Flight dynamics

The translational equation of motion governing the flight dynamics is presented in Eq. (1), where
the aircraft is modeled as a point-mass rigid body.

~FT + ~FA +m~g = m
(
~a+ ~ω × ~V

)
(1)

In this formulation, mixed boundary conditions are imposed on the differential equation for different
segments, which will be further described in Section 2.3. The acceleration ~a is determined by
the mass m, propulsive and aerodynamic force components ~FT , ~FA, gravitational acceleration ~g,
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m0,∆t r⃗0, V⃗0, a⃗0 α S, α, η BPR,FTref
, τ

mfuel,mLW
Mission

Integration
m,∆t ∆t ∆t ∆t

W,∆mfuel
Mass

Model
W⃗

g⃗ g⃗
Gravitation
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h
Flight

Dynamics
V⃗ h, V E

r⃗E Integrator

Angular

Velocity
ω⃗ ω⃗

V⃗ E V⃗ E
Body → Earth

Frame

V⃗ V⃗ Integrator

a⃗ a⃗
Equations

of Motion

Atmosphere

Model
ρ, VTAS σ,M

F⃗A

Aerodynamics

Model

FT , cT F⃗T

Propulsion

Model

Figure 5: XDSM of proposed flight simulation procedure with models.

velocity ~V and angular velocity ω obtained as explicit computations, hence the changes in velocity
∆~V and position ∆~r of the aircraft in the body frame can be calculated via integration.

Eq. (1) is discretized in time using finite differences, and numerical integration is performed
using the forward Euler method, in which the number of elements in the integration differ depending
on the type of segment. The discretization is represented as tk for k = 0, . . . ,K, where k ∈ N.
Hence for N flight segments, the total number of discretized points for one flight simulation is
given by K =

∑N
p=1Mp, where Mp represents the number of discretized points in the pth flight

segment. A functional which is dependent entirely on dynamical variables at a given time-step,
e.g. f(x(tk), y(tk)), is notated as a function of the time-step itself f(tk), and in some equations its
value is denoted as fk. The numerical approximation for integration is denoted in Eq. (2), with −i
subscripts for initial values and −f for final values. The angular velocity is calculated by computing
the differences in specified angles between consecutive time-steps, instead of solving the rotational
equation of motion as is usually done in a flight simulation analysis. This formulation is adopted to
utilize the data model presented in Section 2.1 and eliminate the requirement of a control model.
The method for determination of the angles and the formulation are described in Section 2.3.

∆~V = ~Vf − ~Vi =

∫ tnext

tprev

~a(t) dt ≈
N∑
n=0

~a(tn)∆t

∆~rE = ~rEf − ~rEi =

∫ tnext

tprev

∆~V E(t) dt ≈
N∑
n=0

∆~V E(tn)∆t

(2)
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The linear and angular velocities expressed in the body frame are converted into their representa-
tions in the Earth frame, with −E superscripts, using the Euler angle coordinate transformation
shown in Eq. (3) at the given instant of time. The rotation transformation matrices for Euler angles
ψ, θ, φ (corresponding to yaw, pitch and roll angles, respectively) are presented in Eq. (4). The
transformed velocity is used as an input to the aerodynamics and propulsion models to determine
the necessary external forces. This transformation also provides the global position of the aircraft,
which is used as an input into the atmosphere, gravitation, and propulsion models subsequently
presented.

∆~V E(tn) = Rψθφ(tn)∆~V (tn)

~ωE(tn) = Rψθφ(tn)~ω(tn)
(3)

Rψθφ =

cosψ − sinψ 0
sinψ cosψ 0

0 0 1

 cos θ 0 sin θ
0 1 0

− sin θ 0 cos θ

1 0 0
0 cosφ − sinφ
0 sinφ cosφ

 (4)

2.2.2 Atmosphere and gravitation models

The inputs to the aerodynamics and propulsion models and the weight of the aircraft are dependent
on its altitude. In this approach, the International Standard Atmosphere model (ISA) [36] is used
to determine the ambient density, pressure and temperature. The temperature near tropopause
at an altitude of 11 km is modeled using a relation by Kao et al. [37], with modifications, to
prevent non-differentiability from sudden temperature changes. The variation of the gravitational
acceleration of the Earth is calculated via spherical approximation of its shape.

2.2.3 Aerodynamics model

The aerodynamics are modeled as functions of true airspeed VTAS, air density ρ, wing reference
area S, with lift FAz and drag FAx forces as outputs in the body frame. In this approach, the wind
is assumed to be locally parallel to the x-direction of the aircraft in the Earth frame, hence the
angle of attack α = θ, the pitch angle in body axes. The force dependence is written as a standard
function of the aerodynamic coefficients,

~FA =
1

2
ρV 2

TASS ~CA, (5)

where the components CAz and CAx denote the lift and drag coefficients, respectively. The methods
of computing aerodynamic coefficients used in MARILib1, an open source multidisciplinary aircraft
design library, are utilized to compute the lift and drag coefficients in this study. In particular,
the lift coefficient is modeled as a linear function of the angle of attack and the lift curve slope
is determined by the Polhamus formula [38] within applicable bounds, with adjustments for high-
lift device configurations, using the method presented in Dubs [39]. The parameters of the lift
coefficient model are the wing aspect ratio, fuselage width, sweepback angle, wing span, and Mach
number. The drag coefficient is determined by an empirical drag build-up method of profile drag,
induced drag, and wave drag [40]. The main component of profile drag is the friction/form drag
considering turbulent flow with compressibility effects for the fuselage, wing, horizontal and vertical
stabilizers, and the nacelle [41]. The friction/form drag of miscellaneous devices such as antennas,
sensors and tapered fuselage tail cone drag are also considered. The induced drag is calculated

1https://github.com/marilib/MARILib
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considering the span efficiency factor with fuselage interference corrections [42]. The wave drag is
derived based on Korn’s relation [43]. The parameters of the drag coefficient model are the lift
coefficient, wing reference area, wing wetted area, wing span, mean chord length, fuselage width,
fuselage tail cone length, nacelle length, wing aspect ratio, and Mach number.

2.2.4 Propulsion model

In this work, we use a propulsion model that computes engine thrust FT and specific fuel con-
sumption (SFC, cT ) using the Mach number M , bypass ratio of the engine BPR, throttle factor τ ,
reference thrust FTref , and altitude h as inputs. The engine thrust is determined by the empirical
formula used in MARILib,

FT = τFTrefσ(h)0.75

[
0.475M2 + 0.091

(
BPR

10

)2

− 0.283M × BPR

10
− 0.633M − 0.081

BPR

10
+ 1.192

]
, (6)

where σ is the air density ratio relative to the sea level value, which is a function of altitude.
The specific fuel consumption is computed using a surrogate model built from an engine data-set

available via the open-source library SMT: Surrogate Modeling Toolbox [44]. Specifically for this
study, we use engine data pertaining to Boeing 777 aircraft.2 The surrogate modeling technique
used is the regularized minimal-energy tensor product cubic-splines (RMTC) [45] model for its
fast prediction time with large training data-sets and high accuracy. The model predicts SFC
with given throttle factor, Mach number, and altitude. Fig. 6 presents SFC contours with respect
to altitude and Mach number at τ = 0.56, 0.688, which correspond to cruise and climb throttle
settings, respectively. The use of this surrogate also reduces computational time compared to a
fully physics-based engine cycle analysis, while providing higher accuracy compared to empirical
formulas.
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Figure 6: Surrogate model contours for the engine SFC.

2https://smt.readthedocs.io/en/latest/_src_docs/examples/b777_engine/b777_engine.html
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2.2.5 Mass model

The mass model computes the aircraft mass for fuel consumption estimation, and the weight for
solution of the force equilibrium. The aircraft mass m at the current time-step tn is obtained
by subtracting the mass of fuel consumed from the aircraft mass at the previous time-step tn−1,
using the current engine thrust and SFC. The mass is then multiplied by the current gravitational
acceleration as shown in Eq. (7) to obtain the weight Wn for evaluation in the force equilibrium
equation Eq. (1),

Wn = mn~g(hn) =

[
mn−1 −

FT (tn)× cT (tn)

g(tn)
(tn − tn−1)

]
~g(hn), (7)

where n = 1, . . . ,K. Hence the total fuel consumption mfuel, defined as the mass of fuel consumed
throughout the entire flight, is the mass at takeoff m0 subtracted by the mass at the end of the
simulation mLW, i.e., the landing mass corresponding to time tK , as shown in Eq. (8),

mfuel = m0 −mLW =

∫ tK

0

FT (t)× cT (t)

g(t)
dt . (8)

2.3 Flight segments and constraint formulations
The flight segments defined by the segmentation model described in Section 2.1 are used as the
boundary conditions and constraints for the integration in the flight dynamics model presented
in Section 2.2.1. In this procedure, the terminal condition of the previous segment is set as the
initial condition for the subsequent segment to ensure a physically valid flight mission profile.

The constraints for each flight segment are detailed subsequently to determine the angle of
attack α, throttle factor τ , and the high-lift device configuration η at the various discretized points
in the different segments. The high-lift device configuration corresponds to the change in the lift-
curve slope with deployment of flaps and slats. Two types of problems are formulated based on
the flight conditions of the segments, namely the constant speed or Mach conditions by nonlinear
solutions as described in Section 2.3.1, and accelerated conditions by optimizations as described
in Section 2.3.2.

The XDSM presented in Fig. 7 depicts the nonlinear constraint and optimization formulations
used in the flight simulation as an extension of Fig. 5 augmented by the data model. Depending
on the flight phase, the corresponding constraints are imposed on the simulation and evaluated.
Specifically, the relevant inputs to the flight dynamics, aerodynamics, and propulsion model blocks
are set by the corresponding segment constraints in the form of residual equations using the data
model. The solutions and optimizations of equations are performed using the SciPy package3.

Fig. 8 shows the vertical speed distribution, based on flight data, of each flight segment classified
using the segmentation model described in Section 2.1. The black bars shown in the accelerated
climb, decelerated descent, constant CAS climb and descent, and constant Mach climb and descent
segment graphs are representative of the average vertical speed for each segment. The bin with the
highest frequency is the mode of the distribution. We can observe that the average vertical speed
almost coincides with the corresponding mode value for accelerated climb, decelerated descent,
constant CAS climb and descent, and constant Mach climb and descent segments. As an example,
the representative vertical speeds of the takeoff, constant Mach cruise, and landing segments can
be set to zero, where the highest frequencies of occurrences are observed. This observation suggests
that the average vertical speed of a segment is also the most frequently operated vertical speed, and
hence can be used as the representative vertical speed for that particular segment. In this study,

3http://www.scipy.org/
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the flight path of the aircraft is constrained by setting the representative average vertical speed as
the target value for the residual equation of each segment presented subsequently.

2.3.1 Constant speed or Mach conditions

For unaccelerated segments, the residual equations of the form presented in Eq. (9) are solved for
the angle of attack α and throttle factor τ ,

R1

([
f1 − f∗1
f2 − f∗2

]
; α, η, τ

)
= 0, (9)

where f1 and f2 are quantities of interest computed from the flight simulation. These quantities are
certain state variables corresponding to a given segment by solving the discretized form of Eq. (1)
for each time-step in the segment. The suitable f1 and f2 for each segment will be described below.
The asterisks denote the target values, which are determined from the data processing. We set
η = 0 as data reveal that pilots do not typically use high-lift devices in these segments. We assume
that the equivalent airspeed is equal to the calibrated airspeed VCAS. The calculation setup for
segments belonging to this category is described briefly below. Similar climb and descent segments
(e.g. constant Mach or constant CAS) are described together for conciseness.

Constant CAS climb and descent: In these phases, VCAS remains constant as the altitude in-
creases. Consequently, VTAS and M increase, following the relation VCAS = VTAS × σ(h) =
M × β(h)× σ(h), where the air density ratio σ and speed of sound β decrease as the altitude
increases in the troposphere, hence M increases, and vice versa for the descent segment. As
such, the targets are set as f1 = VCAS, f2 = Vz. The termination criteria for the climb and de-
scent segments are set to a Mach number and altitude requirement respectively corresponding
to the initial value of the subsequent segment.

Constant Mach climb and descent: In these phases, the Mach number remains constant as the
altitude increases. As the speed of sound decreases with increasing altitude, the true airspeed
decreases in order to maintain the constant Mach number during climb, and vice versa for
the descent segment. Hence the targets are set as f1 = M, f2 = Vz. The termination criteria
for both climb and descent are the target altitude h∗ corresponding to the initial value of the
next segment.

Constant Mach cruise: In this phase, the Mach number and altitude remain constant, hence
f1 = M, f2 = h. The termination condition for this segment is the flight time satisfying the
range requirements explained in Section 2.3.3.

2.3.2 Accelerated conditions

In the following conditions, the optimization problem presented in Table 2 is solved for the angle
of attack, high-lift device configuration, and throttle factor, where f1 and f2 are the quantities of
interest computed from the flight simulation corresponding to a given segment, and those denoted
with asterisks are the corresponding values determined from data processing. The high-lift device
configuration value is explicitly varied for these segments, as analyses from data indicate use of
high-lift devices.

13



R
∗

m
0
,∆
t

α
0
,η

0
,τ

0
V

E
∗

z
,a

∗
h
∗ ,
M

∗ ,
V

∗ C
A
S

r⃗ 0
,V⃗

0
,a⃗

0
S

B
P
R
,F

T
re
f

R
an
ge

R
es
id
u
al

t c
ru
is
e

m
fu
el
,m

LW
M
is
si
on

In
te
gr
at
io
n

m
,∆
t

∆
t

∆
t

∆
t

W⃗
,∆
m

fu
el

M
as
s

M
o
d
el

W⃗

g⃗
g⃗

G
ra
vi
ta
ti
on

M
o
d
el

S
eg
m
en
t

C
on

st
ra
in
ts

α
α
,η

τ

R
(V

E z
,a
)

A
cc
el
er
at
ed

C
on

d
it
io
n

R
es
id
u
al
s

R
(h
,M

,V
C
A
S
)

C
on

st
an
t
S
p
ee
d
or

M
ac
h

C
on

d
it
io
n
R
es
id
u
al
s

R
h

V
E z
,a

h
F
lig
h
t

D
yn
am

ic
s

V⃗
h
,V

E

r⃗E
In
te
gr
at
or

A
n
gu

la
r

V
el
o
ci
ty

ω⃗
ω⃗

V⃗
E

V⃗
E

B
o
d
y
→

E
ar
th

F
ra
m
e

V⃗
V⃗

In
te
gr
at
or

a⃗
a⃗

E
q
u
at
io
n
s

of
M
ot
io
n

M
,V

C
A
S

A
tm

os
p
h
er
e

M
o
d
el

ρ
,V

T
A
S

σ
,M

F⃗
A

A
er
o
d
yn
am

ic
s

M
o
d
el

F
T
,c

T
F⃗
T

P
ro
p
u
ls
io
n

M
o
d
el

F
ig

u
re

7:
X

D
S

M
fo

r
th

e
fl

ig
h
t

si
m

u
la

ti
on

m
et

h
o
d

ol
og

y.

14



0 10 20

Vertical Speed Vz, m/s

0

200

400

600

F
re

q
u

en
cy

Takeoff

0 10 20

Vertical Speed Vz, m/s

0

200

400

600

800

F
re

q
u

en
cy

Accelerated Climb

0 10 20 30

Vertical Speed Vz, m/s

0

500

1000

1500

2000

2500

F
re

q
u

en
cy

Constant CAS Climb

−10 0 10 20

Vertical Speed Vz, m/s

0

250

500

750

1000

1250

F
re

q
u

en
cy

Constant Mach Climb

−10 0 10

Vertical Speed Vz, m/s

0

100000

200000

300000

400000

500000

F
re

q
u

en
cy

Constant Mach Cruise

−20 −10 0

Vertical Speed Vz, m/s

0

100

200

300

400

500

F
re

q
u

en
cy

Constant Mach Descent

−20 −10 0

Vertical Speed Vz, m/s

0

2000

4000

6000

F
re

q
u

en
cy

Constant CAS Descent

−20 −10 0

Vertical Speed Vz, m/s

0

1000

2000

3000

4000

5000

F
re

q
u

en
cy

Decelerated Descent

−4 −2 0 2

Vertical Speed Vz, m/s

0

50

100

150

200
F

re
q
u

en
cy

Landing

Figure 8: Vertical speed distributions for the various segments.

Table 2: Optimization problem formulation for accelerated flight condition segments.

Optimization Function variables Description

Minimize |f1 − f∗1 | Residual equation for objective
Design variables α Angle of attack

η High-lift device configuration
τ Throttle factor

Constraints |f2 − f∗2 | = 0 Residual equation for constraint
αmin ≤ α ≤ αmax Angle of attack range
ηmin ≤ η ≤ ηmax High-lift device configuration values
τmin ≤ τ ≤ τmax Throttle factor bounds for segment
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Accelerated climb and decelerated descent: The acceleration of the aircraft is maintained at
a constant non-zero value in these phases. The segment flight time is calculated using the
vertical speeds and altitudes at the initial and final points of the segment. The difference
in true airspeeds between the initial and final points of the segment is divided by the flight
time to obtain the target acceleration. The climb and descent segments terminate when they
reach or exceed the target true airspeed, which then becomes the initial condition of the next
segment, hence f1 = VTAS. As the final altitude is used to compute the target acceleration a,
the altitude is implicitly considered in the termination criteria, hence f2 = h. The termination
criterion for the descent segment specifically before landing is expressed in terms of the stall
speed Vstall, when the speed decreases to the approach speed given by V ∗

TAS = 1.3Vstall [7].

Takeoff: The design variables for takeoff are determined for the initial point by computing the
simulations using the optimization schema for fixed values until the termination criteria are
satisfied. This algorithm is then repeated for the subsequent points. The termination criteria
are the true airspeed, and implicitly the altitude, hence f1 = VTAS, f2 = h.

Landing: The algorithm for the landing segment is the same as the one for takeoff, except for
the repetition on the subsequent points. The termination criteria are the touch-down speed
and final altitude, hence f1 = VTAS , f2 = h2. The touch-down speed is calculated as V ∗

TAS =
1.15Vstall [7].

2.3.3 Cruise range determination

The range of the cruise segment is an unknown value that must be determined by performing cruise,
descent and landing simulations to see if the total range requirement for the mission is satisfied.
To address this, we solve the following residual equation for the cruise flight time tcruise, which
determines the range of the dominant cruise segment,

R2

(
R−R∗

R∗ ; tcruise

)
= 0, (10)

where R∗ is a target flight range and R is the computed mission range covered upon completion
of all the segments, in terms of ground distance. The nonlinear equation is solved using a bisec-
tion method, in which the appropriate cruise flight time is determined by calculating whether the
simulations over- or under-shoot the range requirements. Specifically, this strategy evaluates the
constant Mach cruise segment and any subsequent segments until landing, which solves Eq. (9)
correspondingly for each segment. R is computed after landing, and the residual R2 is then evalu-
ated against the target R∗. The process is repeated until convergence is obtained to the specified
tolerance, and hence the necessary flight time for the cruise segment tcruise is determined. The
flight simulation is completed when this process of cruise range determination is finished, and the
results are then evaluated for performance analysis of the aircraft.
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3 Results and discussion
This section provides the results and performance analyses of flight simulations based on the pro-
posed methodology for three different routes, i.e., short-haul flight (Section 3.1), medium-haul flight
(Section 3.2), and long-haul flight (Section 3.3). The origin of all the routes is set as Hong Kong In-
ternational Airport (HKG). The respective destinations are Taiwan Taoyuan International Airport
(TPE) for short-haul, Singapore Changi Airport (SIN) for medium-haul, and Heathrow Airport,
London (LHR) for long-haul. The parameters of an aircraft used for the simulations are shown in
Table 3, with specifications similar to a Boeing 777-300ER with two GE90-115B engines.

Table 3: Aircraft parameters

Parameter Value

Reference Aircraft Boeing 777-300ER
Propulsion Type Turbofan

Bypass Ratio 9
Number of Engines 2

Number of Passengers 396
Wing Area 436.8 m2

3.1 Short-haul flight
The mission specification for the HKG-TPE flight sector is shown in Table 4, determined from the
segmentation model. The table indicates the boundary conditions imposed on altitudes hi and
speeds Vi, indexed at the endpoints of N segments in sequence for i = 0, . . . , N . The speeds are
expressed in different measures of true airspeed in knots (KTAS), such as CAS and Mach number,
corresponding to values determined from data processing for the appropriate segments.

In this tabular presentation, explicitly assigned variables indicate which boundary values are
set using flight data. Unassigned variables are either inherited from the corresponding final values
of the previous segment or via the imposition of boundary conditions on other variables, which are
calculated during the simulation. Variables with asterisks indicate target values for final boundary
conditions of a segment. These targets may not be exactly satisfied due to numerical errors in
the solution of the residual equations during the integration, hence the tolerance for the absolute
error is set to 10−3 to obtain sufficient accuracy with low computational time. For illustration
purposes, consider the constant Mach climb phase in Table 4. The initial values h3, V3 of this
segment are inherited from the previous values determined in the constant CAS climb phase. The
altitude increases to the explicitly assigned target h∗4 while the corresponding target speed V4 is
unassigned. This target speed is calculated via solution of the residual equations for this phase,
which constrains the Mach number to be constant. As the altitude increases, the density decreases,
which changes the true airspeed value from V3 to V4, while maintaining the same Mach number.

Fig. 9 depicts the results of the simulation with the design variables colored in red, the state
variables colored in green, and other quantities of interest such as the propulsion components colored
in yellow. The variations of the design variables α, η, τ are physically reasonable and indicate
that the aerodynamics and propulsion models are sufficiently applicable for analyses. They also
indicate that the procedure for solving the residual equations determines the appropriate values of
the design variables. During cruise, the phase with the highest altitude in the figure, the values of
angle of attack and throttle factor computed from the simulation are overestimated with reference
to data, which provide average values of approximately 2.5◦ and 0.5 respectively. This discrepancy
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Table 4: Short-haul (HKG-TPE) flight mission specification. (Note that the takeoff mass is masked
for confidentiality reasons, as stipulated in the agreement with our airline partner.)

Segment Altitudes, ft Speeds
Initial Final Initial Final

Takeoff h0 = 0 h∗1 = 1 741 V0 = 97 KTAS V ∗
1 = 210 KTAS

Accelerated Climb h1 h∗2 = 13 305 V1 V ∗
2 = 373 KTAS

Constant CAS Climb h2 h3 V2 V ∗
3 = Mach 0.85

Constant Mach Climb h3 h∗4 = 36 962 V3 V4

Constant Mach Cruise h4 h4 V4 = Mach 0.84 V4

Constant Mach Descent h5 = h4 h∗6 = 35 722 V5 = Mach 0.85 V6

Decelerated Descent h6 h∗7 = 33 602 V6 V ∗
7 = 471 KTAS

Constant CAS Descent h7 h∗8 = 22 078 V7 V8

Decelerated Descent h8 h∗9 = 21 495 V8 V ∗
9 = 357 KTAS

Constant CAS Descent h9 h∗10 = 13 683 V9 V10

Decelerated Descent h10 h∗11 = 10 827 V10 V ∗
11 = 266 KTAS

Constant CAS Descent h11 h∗12 = 6 058 V11 V12

Decelerated Descent h12 h∗13 = 31 V12 V ∗
13 = 204 KTAS

Landing h13 h∗14 = 0 V13 V ∗
14 = 0

Total Flight Range, R∗ 539 nm
Takeoff Mass, m0 4 lbs

is attributed to the low level of fidelity in the aerodynamics and propulsion models, or difference
in throttle setting. However, the accuracy of the individual models does not significantly affect
the estimation of other state variables, which are not computed from residual equations, and the
accuracy of fuel prediction in particular. This is because the entire flight profile is indirectly
constrained by solution of the residual equations, which affects the force balance of the aircraft
during flight, thus contributing to the accuracy of fuel prediction. This characteristic is reflected
in the computed trajectory, colored in blue, when compared to the actual trajectory of the aircraft
from QAR data, colored in red.

A transient jump in the state variables is observed between transition from the constant Mach
climb to the constant Mach cruise segment at approximately 12 000 seconds. This is due to limita-
tions in matching certain boundary conditions of the model, which treats the changes in the state
variables between these segments as instantaneous. Similar transients are also observed in the
accelerated climb and decelerated descent segments due to the inner optimization simultaneously
adjusting the throttle factor, angle of attack, and high-lift device configuration values; these may
indicate that the solutions to the residuals are non-unique under these conditions. Particularly,
the transient is caused by the jump in Mach numbers between the final and initial values V4 of
the corresponding segments. The performance analysis presented in Section 3.4 indicates that any
errors due to these transients are negligible.
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Figure 9: Simulation results for the short-haul sector (HKG-TPE).
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3.2 Medium-haul flight
The mission specification for the HKG-SIN flight sector is shown in Table 5, and the results of the
simulation are depicted in Fig. 10, following the same format as the previous sector’s presentation.
The computed trajectory graphically appears to replicate the actual trajectory from QAR data more
closely than the HKG-TPE results; however, this is only due to the scale of the cruise segment being
much longer comparatively.

Table 5: Medium-haul (HKG-SIN) flight mission specification. (The takeoff mass is masked for
confidentiality reasons.)

Segment Altitudes, ft Speeds
Initial Final Initial Final

Takeoff h0 = 0 h∗1 = 1 723 V0 = 97 KTAS V ∗
1 = 216 KTAS

Accelerated Climb h1 h∗2 = 6 324 V1 V ∗
2 = 336 KTAS

Constant CAS Climb h2 h3 V2 V ∗
3 = Mach 0.85

Constant Mach Climb h3 h∗4 = 36 016 V3 V4

Constant Mach Cruise h4 h4 V4 = Mach 0.85 V4

Constant Mach Descent h5 = h4 h∗6 = 32 997 V5 = Mach 0.84 V6

Constant Mach Cruise h6 h6 V6 = Mach 0.83 V6

Constant CAS Descent h7 = h6 h∗8 = 32 056 V7 = V6 V8

Constant Mach Cruise h8 h8 V8 = Mach 0.80 V8

Constant CAS Descent h9 = h8 h∗10 = 21 782 V9 = V8 V10

Decelerated Descent h10 h∗11 = 20 485 V10 V ∗
11 = 349 KTAS

Constant CAS Descent h11 h∗12 = 18 045 V11 V12

Decelerated Descent h12 h∗13 = 10 827 V12 V ∗
13 = 300 KTAS

Constant CAS Descent h13 h∗14 = 7 619 V13 V14

Decelerated Descent h14 h∗15 = 15 V14 V ∗
15 = 210 KTAS

Landing h15 h∗16 = 0 V15 V ∗
16 = 0

Total Flight Range, R∗ 1 487 nm
Takeoff Mass, m0 5 lbs

In the figure, it is interesting to note that the angle of attack inversely correlates with the
value of the high-lift device configuration for segments in which the latter is not fixed. This trend
sustains the required lift with the decreasing throttle value to satisfy the acceleration constraints as
the weight of the aircraft decreases with fuel burn. With such detailed analysis of flight performance
factors, the effects on operational variables, which are inputs of the flight simulation, can hence be
assessed and optimized in flight time or fuel consumption aspects.
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Figure 10: Simulation results for the medium-haul sector (HKG-SIN).

3.3 Long-haul flight
The mission specification for the HKG-LHR flight sector is shown in Table 6, and the results
of the simulation are depicted in Fig. 11, following the same format. Unlike the short-haul and
medium-haul flights, in which the range residual computation only affects the length of one cruise
segment, the main cruise section of the long-haul flight is divided into three cruise segments with
three constant Mach climb segments replicating step climbs. As the exact location and time of
the step climbs are not important in this study, the duration of each of these cruise segments is
assumed to be the same as the others’ to utilize the cruise range determination method presented
in Section 2.3.3.

Under these considerations, the computed trajectory of the aircraft matches the actual tra-
jectory from QAR data in the cruise and step climb segments to an acceptable degree. These
performance factors shed important physical insight into real-world aircraft operations, which are
not typically available when using simplified methods that do not model segment-by-segment op-
erations. This information is useful in determining the flight operating envelope in aircraft design
optimization, though the optimization is beyond the scope of this paper.
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Table 6: Long-haul (HKG-LHR) flight mission specification. (The takeoff mass is masked for
confidentiality reasons.)

Segment Altitudes, ft Speeds
Initial Final Initial Final

Takeoff h0 = 0 h∗1 = 2 913 V0 = 97 KTAS V ∗
1 = 237 KTAS

Accelerated Climb h1 h∗2 = 16 788 V1 V ∗
2 = 418 KTAS

Constant CAS Climb h2 h3 V2 V ∗
3 = Mach 0.77

Constant Mach Cruise h3 h4 V3 V3

Constant CAS Climb h4 h5 V4 = V3 V ∗
5 = Mach 0.84

Constant Mach Cruise h5 h5 V5 V5

Constant Mach Climb h6 = h5 h∗7 = 32 110 V6 = V5 V7

Constant Mach Cruise h7 h7 V7 = Mach 0.82 V7

Constant Mach Climb h8 = h7 h∗9 = 33 980 V8 = Mach 0.81 V9

Constant Mach Cruise h9 h9 V9 = Mach 0.81 V9

Constant Mach Climb h10 = h9 h∗11 = 35 998 V10 = Mach 0.81 V11

Constant Mach Cruise h11 h11 V11 = Mach 0.81 V11

Constant CAS Descent h12 = h11 h∗13 = 34 051 V12 = V11 V13

Decelerated Descent h13 h∗14 = 31 284 V13 V ∗
14 = 399 KTAS

Constant CAS Descent h14 h∗15 = 25 163 V14 V ∗
15 = Mach 0.57

Constant Mach Descent h15 h∗16 = 23 259 V15 V16

Constant CAS Descent h16 h∗17 = 7 990 V16 V17

Decelerated Descent h17 h∗18 = 727 V17 V ∗
18 = 213 KTAS

Landing h18 h∗19 = 0 V18 V ∗
19 = 0

Total Flight Range, R∗ 5 351 nm
Takeoff Mass, m0 7 lbs

3.4 Fuel consumption and flight time analyses and comparisons
The Bréguet range and endurance equations shown in Eq. (11) are normally used to compute fuel
consumption and flight time in the cruise phase with initial weight Wi and final weight Wf . These
equations are usually considered first in preliminary aircraft design before adding more complex
phases such as accelerated conditions.

mfuel, Bréguet = m0

(
1− exp

[
− cT ×R
VTAS, cruise × (L/D)cruise

])
tBréguet =

1

cT

(
L

D

)
cruise

ln

(
Wi

Wf

) (11)

Fig. 12 shows the fuel weight fractions predicted from the flight simulation, the Bréguet range
equation, and OpenAP4, which is an open-source aircraft performance model. These predictions
are compared against QAR data for reference. The accuracy of the fuel consumption computed
from the flight simulations is greater than those of the Bréguet range equation and OpenAP for
all the missions considered in comparison to the data. The Bréguet range equation underestimates
the fuel consumed, while the simulations overestimate the value. The latter estimation is more
desirable as a factor of safety. The accuracy of the flight time computed from the flight simulations

4https://github.com/TUDelft-CNS-ATM/openap
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Figure 11: Simulation results for the long-haul sector (HKG-LHR).

is also similarly greater, which is attributed to the residual formulation presented in Section 2.3.3.
The only exception is the computed error for the long-haul flight time, which matches the error
computed from OpenAP’s result. This is expected due to the rotation of the Earth not being
modeled, with flights of longer range resulting in larger errors.

Fig. 12 also demonstrates that the developed flight simulation model is notably superior to
other prediction models in predicting fuel consumption when the aircraft operates further away
from its design mission. Accurate fuel prediction is important for airlines, for the purposes of
fuel budgeting and fuel economy assessment. The Boeing 777-300ER is designed primarily for
long-haul operations, and among the three flight sectors considered in this study, the HKG-LHR
flight sector is the one closest to the intended design mission. While the performances of the three
prediction models are comparable for this flight sector, the fuel prediction error of our proposed
flight simulation model is notably smaller than the other models’ for the other two sectors, whose
flight ranges are shorter. These results further emphasize the importance of considering actual
flight trajectories and operation parameters for realistic aircraft performance evaluations.
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Figure 12: Fuel consumption and flight time comparisons between QAR data, our proposed flight
simulation methodology, the Bréguet range and endurance equations, and the OpenAP model.

4 Conclusion
In this paper, we present a data-enhanced flight simulation physics model to evaluate aircraft perfor-
mance with reduced information about the aircraft characteristics. The methodology is developed
for evaluating aircraft performance parameters via the formulation of dynamic flight simulations,
which are enhanced by use of aircraft operational data from real-world flights across various sectors.
The flight data are clustered into segments by XGBoost classification, which are then analyzed to
develop mission specifications. Further analyses of the data are also performed to determine the
appropriate boundary conditions and constraints in the differential equations of motion govern-
ing the flight dynamics. The formulation is simple enough to avoid the requirement of a control
systems architecture, and yet complex enough to allow modular development with aerodynamics
and propulsion models of varying fidelity. The flight performance analysis of an aircraft similar to
a Boeing 777-300ER with GE90-115B engine specifications is conducted using this methodology
in various operating scenarios, and the results are validated against QAR data. The evaluations
of fuel burn and flight time, which are the main performance parameters considered in this study,
yield results with lesser errors against these reference data, as compared to results from the Bréguet
range and endurance equations, and the OpenAP flight performance model. The results and ob-
servations presented in this paper demonstrate the benefits of incorporating data processing into
a physics-based simulation model. The operational performance captured by data helps impose
realistic constraints on the model formulation, hence ensuring a valid simulation of the physical
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system even when some detailed information is absent, while maintaining computational efficiency.
Such a hybrid approach, which combines the objectivity of data and interpretability of physics-
based models, can lend itself to model other data-intensive engineering problems outside aircraft
performance analysis, such as weather modeling. The developed methodology will also be suitable
for incorporating actual aircraft operations in preliminary aircraft design frameworks, establishing
a systematic link between aircraft design and air transportation operations. The flight conditions
generated from completing the flight performance analyses, for instance, can be used to determine
the relevant flight-operation regime at which the aircraft performance is optimized. Such a for-
mulation does not rely on nominal assumptions, and therefore can yield a more realistic aircraft
design. This data-driven aircraft design optimization problem formulation is a subject of future
work.
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Villars, 1920.

[24] T. Y. Druot, M. Belleville, P. Roches, F. Gallard, N. Peteilh, A. Gazaix, A multidisciplinary
airplane research integrated library with applications to partial turboelectric propulsion, in:
AIAA Aviation 2019 Forum, 2019, p. 3243. doi:10.2514/6.2019-3243.

[25] Y. Yu, H. Yao, Y. Liu, Aircraft dynamics simulation using a novel physics-based learning
method, Aerospace Science and Technology 87 (2019) 254–264. doi:10.1016/j.ast.2019.

02.021.

[26] K. Seymour, M. Held, G. Georges, K. Boulouchos, Fuel Estimation in Air Transportation:
Modeling global fuel consumption for commercial aviation, Transportation Research Part D:
Transport and Environment 88 (2020) 102528. doi:10.1016/j.trd.2020.102528.

[27] W. Randle, C. Hall, M. Vera-Morales, Improved range equation based on aircraft flight data,
Journal of Aircraft 48 (2011) 1291–1298. doi:10.2514/1.C031262.

[28] J. Mieloszyk, T. Goetzendorf-Grabowski, Introduction of full flight dynamic stability con-
straints in aircraft multidisciplinary optimization, Aerospace Science and Technology 68 (2017)
252–260. doi:10.1016/j.ast.2017.05.024.

[29] J. Mieloszyk, A. Tarnowski, A. Tomaszewski, T. Goetzendorf-Grabowski, Validation of flight
dynamic stability optimization constraints with flight tests, Aerospace Science and Technology
106 (2020) 106193. doi:10.1016/j.ast.2020.106193.

[30] G. B. Chatterji, Fuel burn estimation using real track data, in: 11th AIAA Aviation Tech-
nology, Integration, and Operations (ATIO) Conference, including the AIAA Balloon Systems
Conference and 19th AIAA Lighter-Than, 2011, p. 6881. doi:10.2514/6.2011-6881.

[31] Y. Lyu, R. P. Liem, Flight performance analysis with data-driven mission parameterization:
mapping flight operational data to aircraft performance analysis, Transportation Engineering
2 (2020) 100035. doi:10.1016/j.treng.2020.100035.

[32] T. Chen, C. Guestrin, XGBoost: A Scalable Tree Boosting System, in: Proceedings of the
22nd ACM SIGKDD International Conference on Knowledge Discovery and Data Mining,
KDD ’16, ACM, New York, NY, USA, 2016, pp. 785–794. doi:10.1145/2939672.2939785.

[33] S. M. Lundberg, S.-I. Lee, A unified approach to interpreting model predictions, in: I. Guyon,
U. V. Luxburg, S. Bengio, H. Wallach, R. Fergus, S. Vishwanathan, R. Garnett (Eds.),
Advances in Neural Information Processing Systems 30, Curran Associates, Inc., 2017, pp.
4765–4774.
URL http://papers.nips.cc/paper/7062-a-unified-approach-to-interpreting-

model-predictions.pdf

27

http://dx.doi.org//10.1016/j.ast.2020.106125
http://dx.doi.org//10.1016/j.ast.2020.106125
http://dx.doi.org/10.3390/aerospace7080104
http://dx.doi.org/10.3390/aerospace7080104
http://dx.doi.org/10.2514/6.2019-3243
http://dx.doi.org/10.1016/j.ast.2019.02.021
http://dx.doi.org/10.1016/j.ast.2019.02.021
http://dx.doi.org/10.1016/j.trd.2020.102528
http://dx.doi.org/10.2514/1.C031262
http://dx.doi.org/10.1016/j.ast.2017.05.024
http://dx.doi.org/10.1016/j.ast.2020.106193
http://dx.doi.org/10.2514/6.2011-6881
http://dx.doi.org/10.1016/j.treng.2020.100035
http://dx.doi.org/10.1145/2939672.2939785
http://papers.nips.cc/paper/7062-a-unified-approach-to-interpreting-model-predictions.pdf
http://papers.nips.cc/paper/7062-a-unified-approach-to-interpreting-model-predictions.pdf
http://papers.nips.cc/paper/7062-a-unified-approach-to-interpreting-model-predictions.pdf


[34] B. Bengfort, R. Bilbro, Yellowbrick: Visualizing the scikit-learn model selection process, Jour-
nal of Open Source Software 4 (35) (2019) 1075. doi:10.21105/joss.01075.

[35] A. B. Lambe, J. R. R. A. Martins, Extensions to the Design Structure Matrix for the descrip-
tion of multidisciplinary design, analysis, and optimization processes, Structural and Multi-
disciplinary Optimization 46 (2012) 273–284. doi:10.1007/s00158-012-0763-y.

[36] ISO/TC 20/SC 6, Standard Atmosphere, Standard, International Organization for Standard-
ization, Geneva, Switzerland (1975).

[37] J. Kao, J. Hwang, J. R. Martins, J. S. Gray, K. T. Moore, A modular adjoint approach
to aircraft mission analysis and optimization, in: 56th AIAA/ASCE/AHS/ASC Structures,
Structural Dynamics, and Materials Conference, 2015, p. 0136. doi:10.2514/6.2015-0136.

[38] E. C. Polhamus, A simple method of estimating the subsonic lift and damping in roll of
sweptback wings, Vol. 1862, National Advisory Committee for Aeronautics, 1949.
URL https://ntrs.nasa.gov/citations/19930082534

[39] F. Dubs, Aerodynamik der reinen Unterschallströmung, Vol. 1, Springer-Verlag, 2013.
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